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Abstract

Picture countably many logicians all wearing a hat in one of κ-many colours. They each
get to look at finitely many other hats and afterwards make finitely many guesses for their
own hat’s colour. For which κ can the logicians guarantee that at least one of them guesses
correctly? This will be the archetypical hat problem we analyse and solve here. We generalise
this by varying the amount of logicians as well as the number of allowed guesses and describe
exactly for which combinations the logicians have a winning strategy.

We also solve these hat problems under the additional restriction that their vision is re-
strained in terms of a partial order. Picture e.g. countably many logicians standing on the real
number line and each logician is only allowed to look at finitely many others in front of them.

In many cases, the least κ for which the logicians start losing can be described by an instance
of the free subset property which in turn is connected to large cardinals. In particular, ZFC
can sometimes not decide whether or not the logicians can win for every possible set of colours.
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1 Introduction and Main Results

In mathematical folklore there is a long tradition of hat problems. Typically there are some logicians
(or gnomes, for some odd reason) wearing a hat, and they are able to see at least some of the other
logician’s hats but not their own. Each player then guesses the colour of their own hat and they
all win or lose collectively based on how good the guesses were. The consequences of losing for the
logicians (or gnomes) are more or less drastic depending on who poses the problem. At first glance,
it often seems impossible for the logicians to win consistently: how should the colour of the other
hats help me guess my own? Nonetheless it is often possible to do so surprisingly well. We refer to
the book [7] for the history and many results on hat problems.

We will explore a specific type of hat problem where only a single logician has to guess correctly
to win. We start by defining the general format of the hat games and after that we will give some
examples. Except for the last section, we will only assume relatively basic knowledge of ordinals
and cardinals, but not more from the subjects of Mathematical Logic and Set Theory. We hope
that Section 2 will be accessible for the general mathematician, while Sections 3, 4 and 5 will require
some basic knowledge about ordinals and cardinals.

Definition 1.1. Let λ, κ ≥ 1, γ ≥ 2 be cardinals. The (λ, κ, γ)-hat game is played as follows: there
are λ logicians, each of them wears a hat with an element from κ written on it (which we will think
of as one of κ-many colours). Each logician can look at a finite number of hats of other logicians,
where the colours they see might influence at which hats and how many others they want to look
at next. Then they each make a list of guesses, but the list has to have length strictly less than γ.
The logicians win if there is at least one logician who listed the colour of their own hat. Of course,
the logicians cannot see the colour of their own hat.

(λ, κ, γ)

# of logicians

# of possible colours

strict bound on # of guesses

The logicians are allowed to have a strategy meeting before playing the game. We say that the
(λ, κ, γ)-game is winning for the logicians if there is a winning strategy for the logicians. Informally,
a strategy is a set of instructions for each logician which, for a given valid sequence of hats, produces
a list of <γ-many guesses in κ depending on only finitely many other hats (and not their own hat!).
It is winning if the logicians win against every possible allowed colouring of hats if every logician
follows their set of instructions correctly. Formally, we equip κ and [κ]<γ (the set of subsets of κ of
size < γ) with the discrete topology and say that a strategy is a sequence ⟨fα | α < λ⟩ of continuous
functions fα : κλ\{α} → [κ]<γ . If there is no winning strategy, the (λ, κ, γ)-game is losing.

We leave the exact logistics of realizing a (λ, κ, γ)-hat game to the imagination of the reader,
though we propose one possible model: the logicians are all part of a big Zoom session and on
Zoom, it is only possible to see finitely many other logicians at a time. Of course, they can scroll
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through the participants to reveal more, but it would take an infinite amount of time to see all
other logicians (if λ is infinite). We expect every logician to submit their guess after a finite amount
of time, so if the logicians win they will do so after finitely much time has passed. This creates a
strong incentive for the logicians to win: otherwise they might be stuck in a Zoom meeting forever.

The main difference from the type of hat problems we consider to the one which have been
studied before is that the logicians have some agency on which hats to look at. In other problems,
the hats whose colour a logician can take into account for their guess are predetermined by the rules
of the game. It turns out that allowing the logicians to look at finitely many others is the sweet
spot where this idea becomes interesting; if they are allowed to look at infinitely many others, it
becomes too easy for the logicians to win, while a fixed finite amount makes it too hard.
Also, while we are not the first to consider this option, varying the amount of guesses the logicians
are allowed to make seems to not have been explored a lot before.

Eventually, we will classify exactly for which λ, κ, γ, the (λ, κ, γ)-hat game is winning. Surpris-
ingly, in many cases the logicians only start losing as soon as the number of colours is a MInA
cardinal. This is, in some sense, the remains of a certain large cardinal, an ω-Erdős cardinal. We
now introduce the relevant notion of strongly MInA cardinals.

Definition 1.2. Let κ, γ be infinite cardinals. Let F is a set of functions f : κnf → [κ]<γ for
some finite nf . A set A ⊆ κ is mutually F-independent if no α ∈ A can be covered by plugging in
arguments from A \ {α} into functions in F . That is, if

∀α ∈ A ∀f ∈ F ∀α1, . . . , αnf
∈ A \ {α} α /∈ f(α1, . . . , αnf

).

We say that κ has the γ-Mutually Independent Attribute (γ-MInA) or that κ is a γ-MInA cardinal
if for any countable such family F , there is a countably infinite mutually F-independent set A ⊆ κ.
A cardinal κ is a strongly MInA-cardinal if κ has the γ-MInA for all γ < κ.

Remark 1.3. While not quite immediate, the γ-MInA can be described equivalently in terms of an
instance of the free subset property : a cardinal κ has the γ-MInA iff Frγ(κ, ω) holds. Consequently,
a cardinal κ is strongly MInA iff Frγ(κ, ω) holds for all γ < κ. We will discuss this later in Section
6. It will be more convenient for us to stick to the above terminology.

Now we come to the first main Theorem of this paper.

Theorem A. The (λ, κ, γ)-hat game is losing in exactly the following cases:

(i) λ and γ are finite and κ ≥ λ · (γ − 1) + 1.

(ii) λ is finite, γ is infinite and κ ≥ γ+(λ−1).

(iii) λ is infinite, γ is finite and κ is infinite.

(iv) λ and γ are infinite and κ is at least as large as the least strongly MInA cardinal above γ.

The most interesting case here is the case where λ and γ are infinite. Here are two interesting
remarks that follow from the Theorem in this case:

• First, the game does not get easier at all when more logicians are introduced, no matter how
many, and
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• secondly, increasing the number of allowed guesses only helps the logicians if we increase it at
least to the next losing threshold, i.e. the least κ so that the (λ, κ, γ)-game is losing for fixed
λ, γ.

We remark that is that in cases (i)-(iii), the relevant losing threshold provably exists. In contrast,
in case (iv), the losing threshold, while it can be quite low (it can be ℵω if measurable cardinals
are consistent, see Fact 4), cannot be proved to exist in the standard axiom system ZFC. Even if
the losing threshold exists for a smaller γ, it may not exist for some larger γ. Indeed, the existence
of such a losing threshold is quite a bit stronger than ZFC alone. We will discuss and prove this in
Section 6. On the flipside, this means that there are set theoretical universes in which the logicians
live happily: they can win any (λ, κ, γ)-game with λ and γ infinite.

We will also consider these hat games in a general setting with a restriction on the vision of the
logicians: logicians are forbidden from looking at other logicians whose index is smaller in some
partial order.

Definition 1.4. Suppose P is a partial order and λ, γ are cardinals. In the (P, κ, γ)-hat game there
is one logician for each p ∈ P. Each logicians’ hat is coloured in one of κ-many colours. During
the game, logician p is allowed to look at the hats of finitely many other logicians, but only those
logicians q with p <P q. Finally, they submit a guess consisting of <γ-many colours. The logicians
win collectively if one of the logicians included the colour of their hat in their guess.

This includes e.g. hat games on (N,≤): countably many logicians are standing in a line and can
are allowed to look at finitely many logicians in front of them.

Among the variants of the (λ, κ, γ)-hat games which restrict the vision of the logicians further,
the (P, κ, γ)-hat games are exactly those in which (potential) vision is transitive: if logician a is
allowed to look at logician b and logician b is allowed to look at logician c then logician a is allowed
to look at logician c as well.

Again, we classify exactly in which of the (P, κ, γ)-hat games there is a winning strategy for
the logicians. It turns out that most of the complexity is already captured by the unrestricted
(λ, κ, γ)-hat games. Indeed, in all cases where P contains an infinite increasing sequence and γ is
infinite, the answer is the same.

Theorem B. Let P be a partial order. The (P, κ, γ)-hat game is winning iff

(i) either κ < γ or

(ii) P contains an infinite increasing sequence, γ is infinite and there is no strongly MInA cardinal
in the interval (γ, κ].

As a consequence of this classification, the existence of a winning strategy in the (P, κ, γ)-hat
game depends very little on the partial order P in question: we need only know whether or not P
has an infinite increasing sequence.

In the next Section we will consider the cases where γ = 2 (meaning the logicians get exactly 1
guess) and λ ≤ ω (i.e. there are at most countably many logicians), as well as the case where λ = 3
and γ = ω (i.e. there are 3 logicians, each of which is allowed to make finitely many guesses).

In Section 3, we relate the (ω, κ, γ)-hat games with infinite γ to γ-MInA cardinals. We prove
Theorem A in the following Section 4.
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Finally, we solve the (P, κ, γ)-hat games in Section 5. We finish with a discussion on the size
of strongly MInA cardinals in Section 6, which also doubles as a short survey on the free subset
property.

2 Hat Games with Small Losing Threshold

A great example of a hat puzzle, and the inspiration of this paper, is the following. While many
logical puzzles are folklore, this one can be attributed to Elliot Glazer[6].

Question 2.1 (The (3,R, ω)-Hat Game). Three logicians are wearing a hat with a real number
printed on it. They see the hats that the other people are wearing. They write down a finite list of
real numbers. If one of the logicians writes down the number on their hat, all logicians win. Can
they develop a strategy such that they will certainly win?

Some remarks are in order. First of all, this puzzle takes place in some kind of ideal world,
where every real number fits on a hat. Moreover, we assume that the logicians have access to the
full axiom of choice, i.e. they can agree on a choice function for any set that they would like to use
in their strategy. Note that the logicians, of course, cannot see what the other logicians write down
on their list. We do not want to spoil the answer to Question 2.1 now, but see Remark 2.7.

We will now systematically study variants of this hat problem. To do this we first consider a
slightly simpler kind of problem: one where the logicians only get one guess, instead of finitely
many.

2.1 Finitely many logicians, one guess

Question 2.2 (The (n,A, 2)-Hat Game). Let n be a natural number, let A be a non-empty set
of colours and consider the following puzzle: n logicians wear a hat coloured in an element of A.
They can see the hats of all other people, but not their own. Each logician writes down a colour
from A on a piece of paper. If any logician writes down the colour of their own hat, they all win.
For which n and A do the logicians have a winning strategy?

Answer. There is a winning strategy if and only if |A| ≤ n.

Proof. Suppose that |A| ≤ n. We will describe a winning strategy for the logicians. We might as
well say that the colours are A = {0, 1, . . . , n − 1}. Number the logicians 0, 1, . . . , n − 1 and let
the colours on their hat be h0, h1, . . . , hn−1. Let s be the image of h0 + h1 + . . . + hn−1 in Z/n.
Logician i can see all hats except their own. Summing all these values together modulo n gives
s − hi. Logician i then writes down the colour i − (s − hi), modulo n. To see that this strategy
works, note that logician s writes down hs, and thus guesses correctly.

Now suppose that |A| ≥ n + 1, we will show that there is no winning strategy. We can throw
away all but n + 1 elements of A, since that will make the game only easier. Then we may also
assume that A = {0, 1, . . . , n}. Now suppose, for a contradiction, that there is some strategy S for
which the logicians always win. colour each hat with a colour drawn uniformly at random from
A, independently from the other hats. The probability that any logician i guesses correctly equals
1

n+1 : to see this, note that we can assign all other logicians their hat colours first. Then we can
already determine what logician i will guess, and their hat colour is still uniformly random, so the
probability that the hat colour equals the guess is 1

n+1 .
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Now we use the additivity of the expectation value. The expected value of a sum of random
variables equals the sum of the expectation values, even if they are not independent. The expected
number of correct guesses by logician i equals 1

n+1 (this is just another fancy way of saying that the

probability of guessing correctly is 1
n+1 ). So the expected number of correct guesses by all logicians

equals n
n+1 . Since this is less then 1, there has to be at least one assignment of colours for which

the strategy fails.

2.2 Infinitely many logicians, one guess

Now we consider the same game, but there are countably infinitely many logicians. The following
is a variation of a hat problem by Gabay-O’Connor. See the introduction of [7] for the history of
this problem.

Question 2.3. Let A be a non-empty set of colours. Infinitely many logicians, numbered 1, 2, . . .
all wear a hat. Each hat is coloured in an element of A. The logicians see all other hats, and write
down a guess for the colour of their own hat. They win if at least one of them is correct. For which
A can the logicians devise a winning strategy?

Answer. Surprisingly, the logicians can win the game for every set A. Even more, they can devise
their strategy in such a way, that whatever we write on the hats, all but finitely many logicians will
be correct.

Proof. The trick to solving this game is one that is used in many logic puzzles. Consider the set Aω

of infinite sequences of elements of A. On this set we introduce the equivalence relation ∼, given by:
(an) ∼ (a′n) if there is N such that an = a′n for all n ≥ N . For each equivalence class C ∈ Aω/ ∼
we choose an element f(C) ∈ C; this is part of the strategy that the logicians agree on beforehand.
Now, after the hat colours hn are distributed, all logicians can see the equivalence class C of (hn)
in Aω/ ∼, since they see all hats but their own. Let (gn) = f(C). Then, since (hn)n∈N and (gn)n∈N

are in the same equivalence class, there is some N such that hn = gn for n ≥ N . Now logician n
will guess that their own hat colour is gn. Then logician n is correct if n ≥ N , so all but finitely
many logicians are correct.

However, the situation changes if we only allow each logician to look at finitely many hats.

Question 2.4 (The (ω,A, 2)-Hat Game). Let A be a non-empty set of colours. Infinitely many
logicians, numbered 1, 2, . . . all wear a hat. Each hat is coloured in an element of A. Each logician
can look at finitely many other hats, one by one, and then writes down a guess for the colour of
their own hat. The logicians win if at least one of them is correct. For which A can the logicians
devise a winning strategy?

We note that the logicians do not have to decide in advance, which hats or how many hats they
would like to see. As an example, the first logician might look at the second hat, see the colour n,
and then take a look at the n-th hat (if n > 1). The requirement that each logician looks at only
finitely many hats is then equivalent to the “guessing function” Aω → A being continuous, when
we give A the discrete topology and Aω the product topology.

Answer. There is a winning strategy if and only if A is finite.
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Proof. It is clear that the logicians can win if A is finite; they can use the same strategy as discussed
in Question 2.2. So we just have to show that the logicians do not have a winning strategy if A is
infinite. We may as well assume that the colours are A = ω. Suppose for a contradiction that the
logicians have a winning strategy S. We will again assign the hat colours randomly, but it is slightly
more technical now, since we are working on an infinite space where not every set is measurable.

For each n ∈ ω, let pn : ω → [0, 1] be a probability measure satisfying 0 < pn(m) ≤ 2−n−2 for all
m ∈ ω. We colour the hat of logician n with a colour in ω according to the probability distribution
pn, independent from the hats of the other logicians.

For a finite subset I ⊆ ω and a function f : I → ω, we have a cylinder set

Z(f) = {h : ω → ω | h extends f}.

This is a measurable set and the probability that the random colour distribution is an element
of Z(f) equals

∏
i∈I pi(f(i)). Let n be a logician and let h be a hat function. Let I be the set

of logicians that logician n looks at to determine their guess. Then for each hat function in the
cylinder set Z(h|I), logician n will make the same guess. Thus we know that the set of hat functions
where logician n guesses number m can be written as a union of disjoint cylinder sets. Since each
cylinder set has a positive probability, this union is necessarily countable. Thus in particular it
is a measurable set, and the probability that logician n guesses colour m is well-defined. Then
the probability that logician n guesses correctly is also well-defined. Since pn(m) ≤ 2−n−2 for all
m ∈ ω, the probability that the colour of the hat of logician n equals the guess of logician n can be
at most 2−n−2. Summing up over all n gives a probability less than 1, hence the strategy cannot
be always winning, and we have a contradiction.

If we tried to apply this proof to Question 2.3, it would not work because the set of hat functions
where logician n guesses colour m is not measurable, and hence the probability that logician n
guesses correctly is not well-defined.

2.3 Finitely many logicians, finitely many guesses

Now we go back to the case where we have only finitely many logicians, but each logician can make
finitely many guesses. If there is only 1 logician, with a hat colour in A, the logician can only
win if A is finite, since they do not have any information. Thus the first interesting case is with 2
logicians. From now on we will assume that the set of possible hat colours is a cardinal, since only
its cardinality is relevant anyway.

Question 2.5 (The (2, κ, ω)-Hat Game). Let κ be a cardinal. Three logicians are wearing a hat
coloured in an element of κ. They see the hats that the other logicians are wearing. They write
down a finite list of colours from κ. If one of the logicians writes down the colour of their hat, they
both win. For which κ can they develop a strategy such that they will certainly win?

Answer. They can win if and only if κ ≤ ω.

Proof. Suppose κ = ω. A winning strategy is as follows: each logician writes all colours up to and
including the one that they see on the other logician’s hat. Since the colour of one of the logicians
has got to be smaller than the other, the corresponding logician below that hat will write down
their colour.

To see that κ = ω1 is not winning, we can make the game a little bit easier by promising to
the first logician that the colour of their hat is actually an element of ω. Given all possible hats
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of the first logician, the second logician will make only countably many guesses in total. Thus we
can give the second logician a hat colour that they will never guess. After this we can determine
the first logician’s finitely many guesses and also give them a hat colour outside of their list. Then
both will guess incorrectly.

Now we can return to our original question.

Question 2.6 (The (3, κ, ω)-Hat Game). Let κ be a cardinal. Two logicians are wearing a hat
coloured in an element of κ. They see the hats that the other logician is wearing. They write down
a finite list of colours in κ. If one of the logicians writes down the colour of their hat, they all win.
For which κ can they develop a strategy such that they will certainly win?

Answer. They can win if and only if κ ≤ ω1.

Proof. We consider the case κ = ω1. All logicians agree beforehand on an embedding iα : α ↷ ω
for each countable ordinal α. Now the strategy of each logician is as follows: look at the largest
of the other two logicians’ hat colours, call it α. Then the colour on the other visible hat β is an
element of α+ 1. Then write down the list i−1

α+1([0, iα+1(β)]). This strategy works because there is
one logician with the largest hat colour, and after applying the embedding of its successor ordinal
into ω, one of the other logicians has the smallest hat colour and that one guesses correctly.

Now we show that κ = ω2 is not winning. We can make the game easier by promising the
first logician that their hat is coloured in an element of ω and promising the second logician that
their hat colour is an element of ω1. All possible guesses of the third logician together have only
a cardinality of at most ω1. Thus we can give the third logician a hat colour that they will never
guess. After this, all possible guesses of the second logician will make a countable set. So we can
still give the second logician a hat colour that they will never guess, while keeping our promise.
After that the finitely many guesses of the first logician are determined so we can also give them a
hat colour in ω that they will not guess.

Remark 2.7. This shows that the answer to the original Question 2.1 is independent of ZFC: indeed,
its affirmation is equivalent to the Continuum Hypothesis, that states that the cardinality of the
reals equals ω1.

The case for n logicians is very similar: indeed, they can win the (n, κ, ω)-hat game exactly if
κ ≤ ωn−2 (see Theorem A).

3 Hat Games with Large Losing Threshold

In this Section we finally make relate hat games to MInA cardinals. We show that the (ω, κ, γ)-hat
game is losing exactly if κ is a γ-MInA cardinal.
It will be convenient for us to replace finitary functions f : κnf → [κ]<γ by continuous functions
f : κω → [κ]<γ in the definition of γ-MInA. Here, the topology on κω is the product topology and
κ as well as [κ]<γ are construed as discrete spaces.

Lemma 3.1. A cardinal κ has the γ-MInA if and only if for every countable set F of continuous
functions f : κω → [κ]<γ there is an infinite set A so that α /∈

⋃
f [(A \ {α})ω] for all α ∈ A. We

will also say that such sets A are mutually F-independent.
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Proof. Clearly, this property implies the γ-MInA since any function f : κn → [κ]<γ can be consid-
ered as a continuous function κω → [κ]<γ by forgetting about all but the first n arguments.

Now suppose that κ has the γ-MInA and we will show that this stronger property also holds.
Suppose F = {fn | n < ω} is a countable set of continuous functions fn : κω → [κ]<γ . For n, k < ω,
define

fk
n : κk → [κ]<γ

by

fk
n(α1, . . . , αk) =

{
X if fn(s) = X for any s ∈ κω beginning with α1, . . . , αn

∅ else.

Then F ′ = {fk
n | n, k < ω} is a countable set of finitary functions on κ, so there is a count-

able mutually F ′-independent set A ⊆ κ. If α ∈ A, n < ω and s ∈ (A \ {α})ω then fn(s) =
fk
n(s(0), s(1), . . . , s(k−1)) for any sufficiently large k by continuity of fn. It follows that α /∈ fn(s),

so A is mutually F-independent.

3.1 Countably many logicians, finitely many guesses

Lemma 3.2. Consider an (ω, κ, γ)-game with γ ≥ ω. Suppose there is a sequence of continuous
strategies τN , such that for all hat functions h : ω → κ, there is N < ω and i < ω such that
h(i) ∈ τNi (h). Then this game is winnable.

Proof. We describe a winning strategy. Divide the logicians in two groups, label them by elements
of ω×{0, 1}. For b ∈ {0, 1} let gb : ω → ω×{0, 1} sending i to (i, b). Let Nb be the minimal number
such that there is i < Nb and N < Nb with h(i, b) ∈ τNi (h ◦ gb).

Any logician in group b can determine N1−b as follows: for an integer N , look at the hats
N × {1− b}. For each pair (i,N ′) ∈ N2, see what logician i would do for the strategy τN

′
and the

hat function h ◦ g1−b. Since we only try to apply the strategy to finitely many logicians, we only
have to look at finitely many hats. We find out the list of guesses that logician i would write down,
and we can check whether this list contains h(i, 1 − b). If so, then N1−b ≤ N . Going through all
integers N one by one, we will eventually find N1−b in finite time.

Now the logician in group b tries each strategy τN for N < N1−b. They write down the union
of all guesses they make. This is a finite union so the list of guesses is still less than γ. Now if
N0 ≤ N1, one of the logicians in group 0 will guess correctly, and if N1 ≤ N0, one of the logicians
in group 1 will guess correctly.

Question 3.3 (The (ω, κ, ω)-Game). Let κ be a cardinal. Countably infinite many logicians are
wearing a hat coloured in an element of κ. Each logician can look at finitely many other hats and
then writes down a finite list of colours in κ. If one of the logicians writes down their hat colour,
all the logicians win. For which κ do the logicians have a winning strategy?

Answer. They can win if and only if κ is not an ω-MInA cardinal.

Proof. First suppose the logicians have a winning strategy. For n < ω, let fn : κω−{n} → [κ]<ω

describe the strategy of logician n, so that the sequence ⟨fn | n < ω⟩ is winning for the logicians.
To be more precise, if h ∈ κω so that h(n) is the hat colour of logician n then the list that logician
n writes is fn(h ↾ ω \{n}). Then F = {fn | n < ω} is a countable collection of continuous functions
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and we will show that there is no countably infinite mutually F-independent set, so that κ is not
ω-MInA by Lemma 3.1. So let A ⊆ κ be an infinite subset and let h ∈ Aω be a sequence of hat
colours drawing from A without repetition. As the logicians win, there is some n so that the colour
h(n) of logician n’s hat appears in their list fn(h ↾ ω\{n}) of guesses. As h does not repeat a colour,
h(n) is different from all colours in h ↾ ω \ {n} and consequently, A is not mutually F-independent.

For the other direction, assume that κ is not a ω-MInA cardinal. This means that there is a
countable collection F = {fn | n < ω} of functions f : κnf → [κ]<ω so that there is no countably
infinite mutually F-independent set. We will go on to define countably many strategies by describing
how logician n comes up with their list of guesses in each of them.

For a given N < ω, we will now describe a strategy τN for the logicians. Suppose h ∈ κω is a
colouring of the logicians’ hats.
Intuitively, logician n assumes that for some j ≤ N ,

h(n) ∈ fj(α1, . . . , αm) for some hats α1, . . . , αm ∈ h[{0, . . . , N} \ {n}].

Logician n can use this idea to come up with a finite list of guesses which contains their true hat
colour if this assumption is correct. This list is⋃

j≤N

⋃
n̸=k1≤N,...,n̸=kl≤N

fj(h(k1), . . . , h(kl)).

Of course, logician n need only look at the hats of the first N + 1 other logicians to calculate this
list. Now suppose that h ∈ κω is a colouring of hats which uses infinitely many colours. The set
ran(h) cannot be mutually F-independent in this case. It follows that we can find n, j, l < ω so
that h(n) ∈ fj(α1, . . . , αm) for some hat colours α1, . . . , αm ∈ h[{0, . . . , l} \ {n}] so that logician n
guesses correctly when following τmax{j,l}.

We describe one more strategy τ∗ which wins against any colouring using only finitely many
colours: under τ∗, logician n simply lists all the colours on hats of logicians with index <n.

In any case, one of the countably many strategies τ∗, (τN )N<ω wins against every colouring, so
that the (ω, κ, ω)-hat game is winning by Lemma 3.2.

The same argument works for any (ω, κ, γ)-game with γ ≥ ω and we get:

Question 3.4 (The (ω, κ, γ)-Game). Let κ and γ ≥ ω be cardinals. Countably infinite many
logicians each get a hat coloured in a colour from κ. Each logician is allowed to look at finitely
many other logicians’ hats and has to come up with a list of <γ-many colours. The logicians win
collectively if and only if one of the logicians includes their hat colour in their list of guesses. For
which κ, γ can the logicians always win?

Answer. The logicians have a winning strategy if and only if κ does not have the γ-MInA.

4 Proof of Theorem A

In this Section we will proof our main Theorem. We have already done a lot of steps in proving the
main Theorem. The main challenges left are showing what happens when we increase the number
of logicians, and increasing the number of guesses they are allowed to make.
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4.1 Uncountably many logicians

We will now discuss what happens when the amount of logicians is increased and γ is infinite. A
plausible guess is that the losing threshold is related to a version of the γ-MInA in which the size of
the mutually independent set is increased to the amount of logicians. However, this is not the case
and we will prove that a larger number of logicians does not help them win at all. First we need to
be clear what it means to have an uncountable number of logicians. Recall that in the case λ = ω,
we look at continuous strategies, where the strategy of logician n can be described by a continuous
function κω\n → [κ]<γ . It is fairly easy to see that this can be combinatorically interpreted as the
logician looking at the hats of the other logicians one by one, and having to decide after looking at
finitely many hats. It turns out that a similar interpretation holds in the uncountable case.

Proposition 4.1. Let λ be a cardinal, X a discrete space and f : κλ → X a function. The following
are equivalent:

(i) The function f is continuous.

(ii) The function can be described by a procedure that takes h ∈ κλ, evaluates one h(α) at a time
and returns f(h) after evaluating finitely many values of h.

Proof. The function f is continuous exactly if for all h ∈ κλ there is a finite subset Fh ⊆ λ such
that all h′ ∈ κλ with h′ ↾ Fh = h ↾ Fh satisfy f(h′) = f(h). Then the direction (ii) =⇒ (i) is
obvious, since we can take Fh to be the finitely many values of f that the procedure has evaluated
on. Now suppose that f is continuous, choose an appropriate Fh for each h ∈ κλ. We describe a
successful procedure that describes f :
Step 0: Let h0 ∈ κα be arbitrary and let x0 = f(h0). Let S0 = Fh0 and evaluate h on all elements
of S0.
Step n + 1: Consider all possible h′ ∈ κα that agree with h on Sn. If for all these h′ we have
f(h′) = xn, return the output xn. Otherwise pick some hn+1 that agrees with h on Sn and with
f(hn+1) = xn+1 ̸= xn. Let Sn+1 = Sn ∪ Fhn+1

, evaluate h at all the points of Sn+1 and go to the
next step.

It is clear that if this procedure finishes at some point, then we do so with the correct output
f(h). We must show that this process terminates after finitely many steps. So suppose that this
did not happen with input h. Let S =

⋃
n<ω Sn, the set of indices we have looked at during the

above procedure. If n is sufficiently large then we have

S ∩ Fh = Sn ∩ Fh.

For such n, we know that hn+1 agrees with h on Sn and that Sn+1 ∩ Fh = Sn ∩ Fh. Thus there
is a function h′ with h′ ↾ Sn+1 = hn+1 and h′ ↾ Fh = h. Then we have f(h′) = f(hn+1) = xn+1

and f(h′) = f(h), so f(h) = xn+1. But the same argument shows that f(h) = xn+2, giving a
contradiction.

Thus now we can say that, even in the case of uncountable many logicians, we consider contin-
uous strategies, and this is equivalent to saying that each logician can look at finitely many other
logicians before guessing their own hat. Now, before proving that adding more logicians does not
help them, we need the following Lemma.

Lemma 4.2. Consider an (λ, κ, γ)-hat game. Suppose that for every strategy of the logicians, there
is a non-empty subset Y ⊆ λ and a function h : Y → κ, such that if the logicians in Y have their hats
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coloured by h, they only look at other logicians in Y and guess incorrectly. Then the (λ, κ, γ)-hat
game is losing.

Proof. Note that the condition immediately holds for (L, κ, γ)-hat games for all non-empty subsets
L ⊆ λ as well. Fix a strategy for the logicians. We construct a hat function recursively for which
the logicians will lose the game. For ordinals α, define Yα ⊆ λ and hα : Yα → κ as follows: if α
is a limit cardinal, put Yα =

⋃
α′<α Yα′ and hα =

⋃
α′<α hα′ . Consider a successor ordinal α + 1

and suppose Yα ̸= λ. Fixing the hat colours of the logicians in Yα, the logicians in λ \ Yα have a
strategy for the (λ \ Yα, κ, γ)-hat game. By the condition, there is a non-empty subset Y ′ ⊆ λ \ Yα

and a function h′ : Y ′ → κ, such that given these hats, the logicians in Y ′ only look at the hats in
Yα ∪ Y ′ and guess incorrectly. Then put Yα+1 = Yα ∪ Y ′ and hα+1 = hα ∪ h′.

Now there must be some α with Yα = λ, and with the hat function h = hα, all logicians guess
incorrectly.

Strategies for the (λ, κ, γ)-hat game are simply sequences ⟨fα | α < λ⟩ of continuous functions
fα : κλ\{α} → [κ]<γ . In the proof of Proposition 4.3, we want to make use of how the game would
play out “in practice”: a given logician starts by looking at some other logician, at which point
their hat colour is revealed. Now, taking this information into account, they choose to look at
another logician’s hat, etc. until they decide to stop and guess after finitely many steps. Indeed,
this procedure defines the same class of strategies by Proposition 4.1.

Proposition 4.3. Suppose λ and γ are infinite cardinals and the (λ, κ, γ)-hat game is winning.
Then the (ω, κ, γ)-hat game is winning.

Proof. Suppose for a contradiction that the (ω, κ, γ)-hat game is losing, so we know that κ has the
γ-MInA. Fix a winning strategy for the (λ, κ, γ)-hat game and let us assume from now on that all
logicians follow this strategy. For h ∈ κn, let fα(h) be the guess that logician α submits when the
first hat that they look at has colour h(0), the second hat they look at has colour h(1), etc. until
they decide to make the guess; if they do not make a guess after seeing n hats, we leave fα(h)
undefined. For this definition, it does not matter at which logicians α looks at, only the colours
that they see. For α < λ and h0 ∈ κn, let nextα(h0) denote, if defined, the index of the logician
that logician α wants to look at next after seeing the hat colours h0(0), . . . , h0(n− 1). Define

nextα(h0, . . . , hn+1) = nextnextα(h0,...,hn)(hn+1)

by recursion on n for h0, . . . , hn+1 ∈ κ<ω (whenever the right hand side is defined). Now, for α < λ
and n0, . . . nm ∈ ω, let

fn0,...,nm,n
α : κn0 × · · · × κnm × κn → [κ]<γ

be given by
(h0, . . . , hm, h) 7→ fnextα(h0,...,hm)(h)

when the right-hand side is defined, and the empty set otherwise. We identify the domain of
fn0,...,nm,n
α with κn0+···+nm+n. Set

F =
⋃

m<ω

{fn0,...,nm,n
0 | n0, . . . , nm, n < ω}

and let A be a countably infinite mutually F-independent set. Let

Y = {0} ∪
⋃

m<ω

{next0(h0, . . . , hm) | h0, . . . , hm ∈ A<ω}
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and note that Y is countable so that there is an injection h : Y → A. Now let h+ be any colouring
extending h. By definition of Y , if any logician α ∈ Y sees only colours in A then they will only
ever look at other logicians in Y . As the hats of logicians in Y have colours in A, this shows that
logicians in Y only look at other logicians in Y when confronted with h+. We will now prove that all
logicians in Y guess incorrectly. It is easier to see that 0 guesses incorrectly, so consider a logician

α = next0(h0, . . . , hm) ∈ Y \ {0}

for some h0, . . . , hm ∈ A<ω. We may assume that m is as small as possible and the length of hm is
as small as possible. It follows that h(α) does not appear in the h0, . . . , hm. We know that logician
α guesses

fn0,...,nm,n
0 (h0, . . . , hm, h′)

where ni = length(hi) for i < m and n is the amount of logicians that α looks at, and for k < n,
h′(k) is the colour of the k-th hat that logician α chooses to look at. In particular we have
ran(h′) ⊆ A \ {h(α)}. It follows that logician α does not guess correctly by our choice of A.
By Lemma 4.2, this implies that the (λ, κ, γ)-hat game is losing, a contradiction. So the (ω, κ, γ)-hat
game is winning.

Remark 4.4. We do not know of a more direct proof of the above proposition, i.e. a proof which
somehow transforms a winning strategy of a (λ, κ, γ)-game into one for the (ω, κ, γ)-game.

4.2 More guesses

Lemma 4.5. Suppose the games (ω, κ, δ+) and (ω, δ, γ) are winnable, with δ, γ ≥ ω. Then the
game (ω, κ, γ) is winnable as well.

While it is possible to prove this Lemma now, it will be much easier to do this after we have
introduced the FInA in Section 5. Therefore, we postpone the proof for now. The proof is on page
20. We use this Lemma in the remainder of this chapter, but we do not use it in the next Section
before proving it; thus the reader may convince themselves that our arguments are non-circular.

We say κ is strongly losing if for all γ < κ the hat game (ω, κ, γ) is losing. The following
Proposition follows directly from Lemma 4.5.

Proposition 4.6. Let γ ≥ ω be a cardinal. The least κ for which the hat game (ω, κ, γ) is losing
equals the least strongly losing cardinal above γ.

Proof. Clearly κ ≥ γ. In fact, κ > γ, otherwise the first two logicians can simply look at each
other’s hats, and write down all hat colours up to and including the other player’s hat’s. By
definition, any strongly losing cardinal larger than γ also loses the hat game (ω, κ, γ). So let κ be
the least cardinal losing the game (ω, κ, γ); we will prove that κ is strongly losing and then we will
be done. Suppose that κ is not strongly losing. Then there is δ < κ such that (ω, κ, δ) is winning.
By minimality of κ, the hat game (ω, δ, γ) is also winning. By Lemma 4.5, the hat game (ω, κ, γ)
is winning, contradiction.

We can express this in terms of the MInA. Recall that a cardinal κ is strongly MInA just in case
that κ is a γ-MInA cardinal for all γ < κ. As an immediate consequence of the answer to Question
3.4 we get:

Corollary 4.7. A cardinal κ is strongly losing if and only if κ is strongly MInA.
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This is the fact that we have hinted at earlier: a cardinal has the ω-MInA iff it has the γ-MInA
for any/all γ below the least ω-MInA cardinal.

Now we are ready to prove Theorem A, which we repeat for convenience.

Theorem A. The (λ, κ, γ)-hat game is losing in exactly the following cases:

(i) λ and γ are finite and κ ≥ λ · (γ − 1) + 1.

(ii) λ is finite, γ is infinite and κ ≥ γ+(λ−1).

(iii) λ is infinite, γ is finite and κ is infinite.

(iv) λ and γ are infinite and κ is at least as large as the least strongly MInA cardinal above γ.

Proof. (i) The case with λ and γ finite is similar to Question 2.2.

(ii) Suppose λ is finite and γ is infinite. We provide a winning strategy for κ < γ+(λ−1) by
induction on λ. The case λ = 1 is trivial as the single logician can guess all colours in κ.
Suppose that for each ordinal µ < γ+(λ−1) we have a strategy τµ for λ players and hat colours
in µ. We describe a strategy for λ + 1 players and hats in κ < γ+λ. Each logician i looks
at the largest hat colour they can see, say logician j with hat h(j). Then the other logicians
that logician i can see have hat colours in h(j) + 1. Since h(j) + 1 < κ < γ+λ we have
h(j) + 1 < γ+(λ−1), logician i can apply strategy τh(j)+1 on the logicians except logician j.
This gives logician i their list of guesses. One of the logicians has the hat with the largest
colour, and using this strategy, one of the other logicians has to guess correctly.

Now we show that for κ ≥ γ+(λ−1) there is no winning strategy. We again use induction on
λ. The case λ = 1 is clear, since the single logician does not have any information and can
not guess all possible colours of their hat. So suppose there is no winning strategy for some λ
and consider a strategy for the (λ+1, κ, γ)-hat game, with κ ≥ γ+λ. We can promise the first
λ players that their hat’s colour will be an element of γ+(λ−1). Then there are only γ+(λ−1)

possible hat colourings over the first λ players. In each case the last player guesses less than
γ hat colours, so in total, they guess at most γ+(λ−1) colours. Thus we can give the last
player a hat colour that they will certainly not guess. Now after fixing this hat colour, the
first λ players are playing a (λ, γ+(λ−1), γ)-hat game, for which we know there is no winning
strategy. Thus we can also give them hat colours for which they will all guess incorrectly, so
the (λ + 1, κ, γ)-hat game is losing.

(iii) Now consider the case with λ infinite and γ finite. If λ is countable, the proof is similar to
that of Question 2.4. In the general case we make use of Lemma 4.2. Consider any strategy
for the (λ, ω, γ)-hat game. Now we construct sets Xn = {x0, x1, . . . , xmn

} recursively. Let
X0 = {x0} where x0 is any logician. If Xn has been defined, consider all hat colourings where
the hat colour of logician xi is smaller than 2i+2γ for all i ≤ mn. For each logician xi with
i ≤ mn and each such hat colouring, add the first logician that xi looks at that is outside of
Xn to Xn+1.

Let Y be the union of all Xn. Then, if for all i the hat of logician xi is smaller than 2i+2γ,
all logicians of Y look only at other logicians of Y . Now give all logicians in Y a random hat
colour, where the colour of the hat of logician xi is drawn uniformly from {0, . . . , 2i+2γ − 1}
and the hat colours are mutually independent. Since each logician always looks at only finitely
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many other hats, the probability that logician xi guesses correctly is well-defined. Since the
guess of logician xi does not depend on their own hat, and their own hat’s colour is uniformly
chosen from 2i+2γ elements, the probability that they are correct is at most 1

2i+2 . Then the
probability that one of them guesses correctly is at most 1

2 . So there is some colouring of hats
on the logicians in Y such that the logicians in Y only look at each other and all of them
guess incorrectly. By Lemma 4.2, the (λ, ω, γ)-hat game is losing.

(iv) Finally, suppose that λ and γ are infinite. By Proposition 4.3, the (λ, κ, γ)-hat game is losing
if and only if the (ω, κ, γ)-hat game is losing. By the answer to Question 3.4, this happens if
and only if κ has the γ-MInA. By Proposition 4.6 and Corollary 4.7, this holds if and only if
κ is at least the least strongly MInA cardinal above γ.

5 Hat Games with Restrictions

In the literature about hat problems, there are often restrictions places on which other logicians
a logician is allowed to look at. For example, there can be infinitely many logicians standing in a
line, where each logician may only see the logicians in front of them. The situation can be quite
complicated, as is shown for example in [7, Section 4.4]. There we consider the situation where there
are infinitely many logicians indexed by ω, where odd-numbered logicians can see all even-numbered
logicians in front of them, and even-numbered logicians can see all odd-numbered logicians in front
of them. The answer to the hat puzzle, where the logicians can look at infinitely many hats, is
complicated and independent of ZFC. For us it is much simpler.

Question 5.1. Consider ω many logicians, each wearing hat with a colour in κ. Suppose that each
logician can look at finitely many hats, and then write down a finite list of guesses for their own
hat. Suppose furthermore that logicians can only look at logicians whose index is higher and of a
different parity than their own. The logicians win if at least one of them guesses correctly. For
which κ do they have a winning strategy?

Answer. The logicians can win if κ ≤ ω.

Proof. Suppose κ = ω. Logician n looks at the next logician, and guesses all hat colours up to and
including the hat colour of logician n + 1. Since there is no infinite decreasing sequence in ω, one
of the logicians has to guess correctly.

Suppose κ = ω1 and suppose for a contradiction that the logicians have a winning strategy. We
can promise the logicians that all even logicians will get a colour in ω. Now the guesses of the odd
logicians depend only on the hat colours of the even logicians, and since there are ω many finite
sequences of elements in ω, we know that each odd logician can only make countably many guesses.
So we can give each odd logician a hat that they will never guess. After that, the guesses of the
logicians are fixed, so we can give them a hat colour in ω that they will never guess. So all logicians
guess wrong, a contradiction.

In general, analysing the hat problem for each directed graph is complicated, even in the finite
case. If we consider any finite directed graph G, we can consider the hat game where the logicians
are vertices of G, and they can see another logician if there is an arrow from them to that logician.
In [1], the finite case is considered, where each logician can make 1 guess. Then the game is winnable
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up to some finite number of colours. If we allow the logicians to make finitely many guesses, the
game will be winnable whenever the amount of colours is at most ωn, for some n. It would be
interesting, but out of scope for this paper, to see how n depends on the directed graph.

For the remainder of this Section we will consider the transitive case, where if logician a can see
logician b and logician b can see logician c, then logician a can see logician c. Since no logician can
see themselves this implies in particular that there are no cycles. Thus the visibility restrictions can
be viewed as a partial order. We will now analyse for which partial orders P and cardinals κ, γ the
(P, κ, γ)-hat game is winning. Recall that in this game, there is one logician for every p ∈ P. In the
game, logician p is allowed to look at finitely many other hats, but only at those which belong to
a logician q with p <P q. As before, the hat colours are drawn from κ and each logician is allowed
to guess <γ-many colours. The win condition is as before: at least one logician needs to guess
correctly.

In the standard (λ, κ, γ)-hat game, the existence of a winning strategy depended only very little
on λ. A similar situation arises here, too. In fact, there is really only one partial order we have to
look at explicitly to solve the whole problem.

5.1 Well-ordered hat games and FInA cardinals

In the original formulation by Gabay-O’Connor of the hat problem in Question 2.3, the ω-many
logicians are standing in a line ordered by their index and can only see the logicians in front of
them. This corresponds to the restriction of playing on the partial order (ω,≤). We will now discuss
the ((ω,≤), κ, γ)-hat games in the case that γ is infinite. We will call this game the well-ordered
(ω, κ, γ)-hat game.

Question 5.2 (The well-ordered (ω, κ, γ)-Game). Suppose γ ≥ ω. Countably many logicians are
standing in a line of length ω, the logicians cannot see logicians behind them. Every logician wears
a hat coloured in an element of κ and is allowed to look at finitely many other logicians (in front
of them). Every logician writes down finitely many guesses and if one logician guesses the colour
of their hat, all logicians win. For which κ can the logicians win?

Surprisingly, the additional restriction on their vision does not matter at all to the logicians.

Answer. The logicians win if and only if they win the unrestricted (ω, κ, γ)-hat game, that is if
and only if κ does not have the γ-MInA.

Our proof will proceed as follows: first, we describe the losing threshold of this game in terms
of a property which is similar to the γ-MInA and then prove that it is actually equivalent the
γ-MInA. Once again, we do not know of a direct argument which translates a winning strategy of
the (ω, κ, γ)-game into a winning strategy for the well-ordered (ω, κ, γ)-game.
The relevant property is the γ-FInA.

Definition 5.3. Suppose κ, γ are cardinals. If F is a collection of functions f : κnf → [κ]<γ then
a set A ⊆ κ is forwards F-independent if no α ∈ A can be generated by larger elements of A via
functions in F , i.e.

∀α ∈ A∀f ∈ F∀β1, . . . , βnf
∈ A \ (α + 1) α /∈ f(β1, . . . , βnf

).

We say that κ has the γ-Forwards Independent Attribute or γ-FInA if and only if for any countable
set F as above there is a countably infinite forwards F-independent set A ⊆ κ.
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For well-ordered (ω, κ, γ)-hat games we have a version of Lemma 3.2. In fact it is easier to prove
in this case.

Lemma 5.4. Consider a well-ordered (ω, κ, γ)-game with γ ≥ ω. Suppose there is a sequence of
continuous, forward-looking strategies τN , such that for all hat functions h : ω → κ, there is N < ω
and i < ω such that h(i) ∈ τNi (h). Then this game is winnable.

Proof. We can assume that there are infinitely many logicians that guess correctly for at least one
of the τN , e.g. by splitting the ω many logicians into infinitely many infinite groups and applying
the strategies to all of the groups individually. We describe one winning strategy that combines all
the τN . Each logician i determines the minimal N such that a logician between i + 1 and i + N
guesses correctly for a strategy τk with k ≤ N . They can do it because they know that there is
such an N , and for each N they can check if it is the case while only looking at finitely many hats
of logicians with a higher index. Then logician i guesses the union of τki (h) over all k ≤ N .

There is a logician i for which the smallest N with h(i) ∈ τNi (h) is minimal, and that logician
guesses correctly when using the strategy above.

Lemma 5.5. For γ ≥ ω, the logicians win the well-ordered (ω, κ, γ)-hat game if and only if κ has
the γ-FInA.

Proof. The argument is basically the same as the solution to Question 3.4. When constructing
strategies, we roughly have to adjust by looking at the next N logicians if we had previously looked
at the first N logicians. That these adjustments work out corresponds exactly to the weakening
from mutually independent to forwards independent. We leave the exact details to the reader.

The punchline is that the γ-FInA is the same as the γ-MInA.

Lemma 5.6. Let γ > 1 be a cardinal. A cardinal κ has the γ-FInA if and only if it has the γ-MInA.

At the heart of the proof is a modification of an argument due to Koepke [9]. We also mention
that the result is not obvious: there are certainly forwards independent sets which are not mutually
independent. To eliminate the case in which γ is singular, we need another small result first.

Proposition 5.7. Suppose κ, γ are infinite cardinals and κ has the γ-FInA. Then κ has the γ+-
FInA.

Proof. We prove this using hat games. The statement is equivalent to this: suppose the well-ordered
hat game is winnable with κ many colours and γ many guesses; then it is also winnable with κ
many colours and < γ many guesses. Let τ be a strategy for the logicians with γ many guesses.
Note that necessarily infinitely many logicians guess correctly for any possible hat colouring. We
describe a winning strategy τ ′ where each logician makes < γ guesses. For each logician n and hat
function h, we view τn(h) as a function τn(h) : γ → κ. Let δn(h) be the least element of γ such
that h(n) = τn(h)(δn(h)), if it exists. Now each logician n can determine the least logician m > n
that guesses correctly when following τ . Then δm(h) exists and can be determined by logician n.
Now logician n guesses the restriction of τn(h) to δm(h) + 1.

Logician n guesses correctly if they guessed correctly for the strategy τ and δn(h) ≤ δm(h).
Since there is no infinite decreasing sequence of ordinals, there must be a logician that guesses
correctly.
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Proof of Lemma 5.6. It is clear that γ-MInA implies γ-FInA, so assume that κ is γ-FInA. It is
straightforward to see that at least ω-FInA holds, so assume γ ≥ ω. Further, we may have that γ
is regular as otherwise we can replace γ by the regular cardinal γ+ by Proposition 5.7. Let F be a
countable collection of functions f : κnf → [κ]<γ . Since γ is regular and by possibly enlarging F ,
we may assume without loss of generality that

(F .i) F is closed under composition in the sense that if f, f1, . . . , fk ∈ F with k = nf then the

function g : κ
∑k

i=1 nfi → [κ]<γ is in F where

g(α1
1, . . . , α

1
nf1

, . . . , αk
1 , . . . , α

k
nfk

) =
⋃

δ1∈f1(α1
1,...,α

1
nf1

)

· · ·
⋃

δk∈fk(αk
1 ,...,α

k
nfk

)

f(δ1, . . . , δk),

(F .ii) F is closed under permutations of arguments, that is if f ∈ F and σ ∈ Snf
is a permutation

then (α1, . . . , αnf
) 7→ f(ασ(1), . . . , ασ(nf )) is in F and

(F .iii) for any f ∈ F and m < nf there is r ∈ F so that

β1, . . . , βm ∈ r(α, α1, . . . , αn)

where βm ≥ · · · ≥ β1 are lexicographically least1 with

α ∈ f(β1, . . . , βm, α1, . . . , αn)

if such ordinals exist.

By assumption, there is A ⊆ κ an infinite forwards F-independent set. Next, we construct by
recursion on i < ω a strictly increasing sequence ⟨αi | i < ω⟩ of elements in κ as well as finite
subsets ⟨Bi | i < ω⟩ of A. We will make sure that

{α0, . . . , αi} ∪A \

 i⋃
k=0

Bk

 is forwards F-independent (∗)i

for all i < ω. We will also make sure that the least element of A \
(⋃i

k=0 Bk

)
is larger than αi.

Suppose αj , Bj are defined for all j < i. Then we set αi to be the least β so that ∃B ∈ [A]<ω with
the property that

{α0, . . . , αi−1}, {β}, A \

i−1⋃
k=0

Bk ∪B


• are listed in order, i.e. any member of a set listed earlier is strictly smaller than every member

of a set listed later and

• their union is forwards F-independent.

1This means βm is minimized first, then βm−1, and so on.
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We then set Bi to be some such witness B and note that (∗)i is satisfied. This construction does
not break down: the minimal left-over point β = minA \

⋃
j<i Bj satisfies the requirement with

B = {β}.
It follows from (∗)i for all i < ω that {αi | i < ω} is forwards F-independent and we aim to show
that it is even fully mutually F-independent. Suppose towards a contradiction that this is not the
case, so that there are

αk0 < · · · < αka < αi < αl0 < · · · < αlb

and some f ∈ F with
αi ∈ f(αk0

, . . . , αka
, αl0 , . . . , αlb).

By (F .iii), there are
β0 ≤ · · · ≤ βa ≤ αka

and some r ∈ F with

(β⃗.i) αi ∈ f(β0, . . . , βa, αl0 , . . . , αlb) and

(β⃗.ii) β0, . . . , βa ∈ r(αi, αl0 , . . . , αlb).

By (β⃗.ii), no βk can be among the {αj | j < ω}. We set

B =

lb⋃
k=0

Bk.

Observe that not all βk, k ≤ a, can be generated by functions in F using parameters in A \ B:

otherwise, by (β⃗.i) and since F is closed under composition, αi can be generated from a function
in F by parameters in

{αl0 , . . . , αlb} ∪A \B,

which contradicts (∗)lb . So let β be one of the βk not generated in this way. Find the least j ≤ i
with β < αj . We will reach a contradiction by showing that an ordinal ≤β should have been picked
instead of αj at step j of the above construction. It is clear that

{α0, . . . , αj−1}, {β}, A \

j−1⋃
k=0

Bk ∪B

 = A \B

is listed in order. Let U be the union of the above sets. For δ ∈ U , say that U is forwards
independent at δ if

∀f ∈ F ∀δ1, . . . , δm ∈ U \ (δ + 1) δ /∈ f(δ1, . . . , δm).

We surely have that U is forwards independent at any δ ∈ U above β since A is forwards F-
independent. By our choice of β, U is also forwards independent at β. Finally, U is forwards
independent at all α0, . . . , αj−1: if some αm, m < j, could be generated via a function in F from
parameters in

{αm+1, . . . , αj−1} ∪ {β} ∪A \B

then αm could be generated via a function in F from parameters in

{αm+1, . . . , αj−1} ∪ {αi, αl1 , . . . , αlb} ∪A \B
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as β can be generated from {αi, αl1 , . . . , αlb} from a function in F and F is closed under composition.
Once again, this is in contradiction to (∗)lb . We have shown that {αi | i < ω} is mutually F-
independent.

It follows that our answer to Question 5.2 is correct.
Now we consider the well-ordered analogue of Lemma 4.5. It turns out that this one is much

easier to prove.

Lemma 5.8. Suppose the well-ordered games (ω, κ, δ+) and (ω, δ, γ) are winnable, with δ, γ ≥ ω.
Then the well-ordered (ω, κ, γ)-game is winnable as well.

Proof. Let τ be a strategy for the well-ordered (ω, κ, δ+)-hat game. For h ∈ κω and n ∈ ω we
consider τn(h) as a function δ → κ. Let ρ be a strategy for the well-ordered (ω, δ, γ)-hat game. For
each finite E ⊆ ω we describe a strategy νE for the well-ordered (ω, κ, γ)-hat game, such that for
all hat functions h ∈ κω, there is an E and an n with h(n) ∈ νE(n). By Lemma 5.4, this shows
that the well-ordered (ω, κ, γ)-hat game is winnable.

We only need to describe νEn for n ∈ E. Let e : |E| → E be the increasing enumeration of E.
Logician n determines τm(h) for all m ∈ E with m > n. For such m, logician n can determine if h(m)
lies in the image of τm(h). If this is not the case for some such m, logician n just guesses the empty
set for this strategy. If this is the case for every such m, let αm be such that τm(h)(αm) = h(m).
Now let h′ : |E| \ (e−1(n) + 1) : δ be given by h′(i) = αe(i). Logician n now imagines playing as
logician e−1(n) in the well-ordered (ω, δ, γ) game with the hat function h′. Logician n can try
to determine ρe−1(n)(h

′). If the strategy ρ requires them to look at a hat function of a too large
integer, for which h′ is not defined, then they just guess the empty set again. Otherwise, they also
determine τn(h), and they finally guess the set

νEn (h) = τn(h)(ρe−1(n)(h
′)).

To show that this works, fix a hat function h and let W ⊆ ω be the set of logicians that win
for the strategy τ . Let w : ω → W be the increasing enumeration of W . For n ∈ ω there is h′(n)
with h(w(n)) = τw(n)(h)(h′(n)). There is an n with h′(n) ∈ ρn(h′). Furthermore there is an N
such that in the well-ordered (ω, δ, γ)-hat game, logician n only looks at logicians smaller than
N (and bigger than n). Let E = W ∩ w(N). Then for the strategy νE , logician w(n) guesses
τw(n)(h)(ρe−1(w(n))(h

′)) = τw(n)(h)(ρn(h′)), which contains τw(n)(h)(h′(n)) = h(w(n)). So logician

w(n) guesses correctly for strategy νE .

Proof of Lemma 4.5. This now follows directly from Lemma 5.8 and the answer to Question 5.2.
Now we can really view Theorem A as proved. It was more easy to prove the Lemma in the well-
ordered case, because each logician can determine exactly what each logician in front of them will
guess; by contrast, in the non-restricted game, it can be impossible to determine what any other
logician will guess, because they can look at your own hat.

5.2 Proof of Theorem B

We prove our second main result, classifying exactly which (P, κ, γ)-hat games are winning.

Theorem B. Let P be a partial order. The (P, κ, γ)-hat game is winning iff

(i) either κ < γ or
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(ii) P contains an infinite increasing sequence, γ is infinite and there is no strongly MInA cardinal
in the interval (γ, κ].

Proof. The (P, κ, γ)-hat game is clearly winning if κ < γ as the logicians can guess all colours in
this case. So from now on assume γ ≤ κ.

Case 1: P has no infinite increasing sequence. We must show that the (P, κ, γ)-hat game is losing,
so suppose for a contradiction that τ is some strategy for the logicians. The case assumption
implies that every non-empty subset of P has a maximal element. We define a colouring
h : P→ κ by transfinite induction. Start by picking a maximal element p0 ∈ P and note that
p0 does not have any access to information during the game, so we can define h(p0) to be a
colour not guessed by p0. Now if pβ is defined for all β < α, stop if P \ {pβ | β < α} = ∅,
otherwise pick a maximal element pα from this set. During the game, pα is only ever allowed
to look at logicians pβ with β < α. As the colour of their hat is already chosen, the guess of
pα according to τ is determined, so we may let h(pα) be a colour not guessed.
Eventually, we have defined the colouring h on all of P and τ loses against h.

Case 2 γ is finite. Once again, we show that the logicians lose. We may assume that κ = γ, as
decreasing κ makes it only easier on the logicians. Let us assume the logicians follow a fixed
strategy τ .

Claim. For any finite I ⊆ P, there is a colouring h : P → κ so that all logicians in I guess
incorrectly.

Proof. We proceed by induction on the size of I. The claim holds trivially if |I| = 0, so let
us show the inductive step. Let I ⊆ P be of size n + 1. As I is a finite partial suborder, it
must have a minimal point p ∈ I. Now, there is a colouring h : P→ κ so that all logicians in
I \{p} guess incorrectly. Next, change the colour of logician p’s hat to a colour not guessed by
p. As none of the logicians in I \ {p} could look at the hat of logician p, their guess remains
unchanged, so they guess incorrectly and so does p now.

For each finite I ∈ [P]<ω, choose a colouring hI : P → κ so that all logicians in I guess
incorrectly. We have just described a net h• = (hI)I∈[P]<ω (we order finite subsets of P by
inclusion). Since κ is finite, κP is compact, so the net h• has a cluster point h∗ which τ must
lose against: the guess that logician p submits against h∗ depends only on the finite set I of
logicians that p looked at. The set

O = {g ∈ κP | ∀i ∈ I g(i) = h∗(i)}

is open in κP with h∗ ∈ O. Hence there must be some {p} ⊆ J ∈ [P]<ω with hJ ∈ O. Logician
p guesses the same colours against hJ and h∗. Since they guesses incorrectly against hJ by
choice of hJ , logician p does not guess their own colour against h∗ either.

Case 3: P contains an infinite increasing sequence and γ is infinite. We show that the logicians
have a winning strategy iff there is a strongly MInA cardinal in the interval (γ, κ]. We can
now “sandwich” the (P, κ, γ)-game between two games we have already analysed:

the well-ordered (ω, κ, γ)-game is winning

⇒the (P, κ, γ)-game is winning

⇒the (|P|, κ, γ)-game is winning.
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Here, the first implication follows from the existence of an infinite increasing sequence in
P; the logicians can employ a winning strategy from the well-ordered (ω, κ, γ)-game on that
sequence. The second implication holds as the (|P|, κ, γ)-game is the same as the (P, κ, γ)-
game without the restriction on vision. The punchline is that since γ is infinite, we know
from Theorem A and our answer to Question 5.2 that

the well-ordered (ω, κ, γ)-game is winning

⇔there is no strongly MInA cardinal in the interval (γ, κ]

⇔the (|P|, κ, γ)-game is winning,

so this also characterises when the (P, κ, γ)-game is winning.

This is as far as our methods will take us. We make extensive use of transitivity of vision in
many arguments. This transitivity does not quite hold for the standard (λ, κ, γ)-game as logician a
may look at logician b, who looks back at a, yet logician a cannot see their own hat. However, this
is the only way in which this can fail and one can work around this small issue, e.g. in Lemma 3.2
with the “splitting into two groups” trick. One can consider the (λ, κ, γ)-hat game more generally
with potential visibility governed by a directed graph, but this is considerably more complicated.
Already in the case of finitely many logicians and only one guess each a full classification seems
completely out of reach. See e.g. [1], [2] and [8] for recent results on this topic.

6 How large are MInA cardinals?

So far, we have not said much at all about the size of strongly MInA cardinals. We hope that
the reader does not feel we simply proved one opaque combinatorial property to be equivalent
to another. The notion of a strongly MInA cardinal is much more tangible from a set theoretic
perspective than that of a strongly losing cardinal, as we will see shortly. In fact, there is a good
body of literature on the size of the least cardinal κ with the free subset property Frω(κ, ω). To
access this, we prove the equivalence we have mentioned before.

Definition 6.1. Let κ, γ, λ be cardinals. The free subset property Frγ(κ, λ) holds iff for any
collection F of functions f : κnf → κ of size γ, there is a F-free set of size λ. A F-free set is a
subset A of κ which satisfies

∀α ∈ A∀f ∈ F∀α1, . . . , αnf
∈ A \ {α} α ̸= f(α1, . . . , αnf

).

Lemma 6.2. Let κ, γ be infinite cardinals. κ has the γ-MInA iff Frγ(κ, ω) holds.

Proof. Suppose κ has the γ-MInA. As an immediate consequence of either Theorem A or the
combination of Proposition 5.7 and Lemma 5.6, we know that κ has the γ+-MInA as well. Let F
be a collection of γ-many functions f : κnf → κ. Now define

Fn : κn → [κ]≤γ

by F (α1, . . . , αn) = {f(α1, . . . , αn) | f ∈ F ∧ nf = n}. Next, any mutually {Fn | n < ω}-
independent set is F-free, so Frγ(κ, ω) holds.
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Now assume that Frγ(κ, ω) holds and F is a countable set of functions f : κnf → [κ]<γ . For
ν < γ and f ∈ F , define

fν : κnf → κ

by

fν(α1, . . . , αn) =

{
β if β is the ν-th element of f(α1, . . . , αn)

0 if f(α1, . . . , αn) has ordertype < ν.

Then it is clear that any {fν | f ∈ F , ν < γ}-free set is mutually F-independent.

Unfortunately, we now have to assume a little more knowledge on Mathematical Logic and Set
Theory.

So, what can be said about size of the least strongly MInA cardinal? First of all, we should note
that ZFC does not prove strongly MInA cardinals exist, so it is possible that all (ω, κ, ω)-games
are winning for the logicians. In this sense, strongly MInA cardinals are large. The reasons for
possible non existence is that their existence has some large cardinal strength. It is a theorem of
Baumgartner and independently Devlin-Paris [4] that the exact consistency strength of the existence
of an ω-MInA cardinal (equivalently a cardinal κ with Frω(κ, ω)) in terms of large cardinals is the
existence of the ω-Erdős cardinal. We will go on and characterise the strongly MInA cardinals in
Gödels constructible universe L, the smallest inner model of ZFC. It follows from absoluteness of
well-foundedness that any strongly MInA cardinal is strongly MInA in L: for example if τ ∈ L is a
strategy for the (ω, κ, γ)-game which is losing in the true universe V then the tree T ∈ L of attempts
to find a hat colouring which τ loses to is ill-founded in V and hence must be ill-founded in L. Any
infinite branch through T corresponds to a full colouring that τ loses against. This combined with
the upcoming characterisation of strongly MInA cardinals in L proves this equiconsistency.

Fact 1 (Baumgartner, Devlin-Paris [4]). The theories

(i) ZFC + “there is a ω-MInA cardinal”,

(ii) ZFC + “the ω-Erdős cardinal exists”

are equiconsistent.

On the other hand, MInA cardinal can be quite small in terms of the ℵ-hierarchy and continuum
function.

Fact 2 (Devlin [3]). If ZFC+“there is a strongly MInA cardinal” is consistent then so is the theory
ZFC + “2ω is strongly MInA”.

We remark once again that Devlin phrased his result in terms of the free subset property.
Since γ-MInA implies γ+-MInA, strongly MInA cardinals are uncountable limit cardinals. So

the least strongly MInA cardinal is at least ℵω. Shelah has proven that this cannot be improved.

Fact 3 (Shelah [10]). If ZFC is consistent with the existence of infinitely many measurable cardinals
then so is “ℵω is strongly MInA”.

Koepke has refined this to an equiconsistency.

Fact 4. [Koepke [9]] The theories
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(i) ZFC + “ℵω is a strongly MInA cardinal”,

(ii) ZFC + “there is a measurable cardinal”

are equiconsistent.

In this sense, strongly MInA cardinals can be quite small: they neither need to be regular nor
strong limit cardinals. Neither does their existence imply the existence of inaccessible cardinals.
Nonetheless, the least strongly MInA cardinal in L and other canonical inner models is inaccessible
and much more, which we will prove soon.

We further remark that measurable cardinals and even Ramsey cardinals are all strongly MInA.
They are even limits of strongly MInA cardinals, so they do not function as losing thresholds.

We should also note that some instance of the axiom of choice is necessary to prove that strongly
MInA cardinals are limit cardinals. Observe that in the proof of Proposition 5.7, we used implicitly
that there is a sequence ⟨fξ | 0 < ξ < γ+⟩ of surjections fξ : γ → ξ which cannot be proven to exist
in ZF. It is entirely possible ω1 is strongly MInA if the axiom of choice fails.

Proposition 6.3 (ZF). If κ is measurable then κ is strongly MInA.

Proof. There are many ways to do this; here is one which fits into what we have done so far. First
assume that choice holds. Let U be a measure on κ and let

⟨Mn, jn,m | n ≤ m ≤ ω⟩

be the iterated ultrapower of M0 = V by U of length ω. The critical sequence ⟨j0,n(κ) | n < ω⟩
is forwards j0,ω(F)-independent for any countable (or of size <κ) collection of functions f : κnf →
[κ]<γ . The reason is that for n < ω, every j0,m(κ) with m > n as well as j0,ω(f) for f ∈ F is in
the range of jn,ω, but j0,n(κ) is missing. The critical sequence is not an element of Mω, but we can
use absoluteness of well-foundedness to show that there must be an infinite forward F-independent
set in Mω nonetheless. So j0,ω(κ) is γ-FInA in Mω, so κ is γ-FInA in V by elementarity of j0,ω.
As γ-MInA is the same as γ-FInA, κ is γ-MInA. We used the axiom of choice here in a few places,
most notably in the form of  Los’s theorem.
Now drop the assumption of the axiom of choice. Suppose γ < κ and F is a countable collection
of functions on f : κnf → [κ]<γ . We can code F as a subset A of κ, so that F ∈ L[A,U ] is a
model of ZFC in which κ is measurable. Hence there is an infinite mutually F-independent set in
L[A,U ].

It is well-known that ω1 can consistently with ZF be measurable, at least assuming that
ZFC+“there is a measurable cardinal” is consistent. In fact, this happens naturally if the ax-
iom of determinacy holds. It follows that ω1 is consistently strongly MInA. Also note that our
results on the equivalence between strongly losing and strongly MInA cardinals do not depend on
the axiom of choice.

We challenge the reader who is sceptical of large cardinals to prove within ZFC that all (ω, κ, ω)-
hat games are winning.

6.1 Strongly MInA cardinals in L

In L, one can compute exactly what the strongly MInA cardinals are in terms of the partition
calculus. This is a subject of Set Theory about infinite combinatorics; roughly it is about finding
in a partition of a set an infinite subset of one of the parts with a nice structure.
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Definition 6.4. For cardinals κ, γ, the partition relation κ→ (ω)<ω
γ holds if for any function

f : [κ]<ω → γ

there is a countably infinite set H ⊆ κ which is homogeneous for f , i.e. f(s) = f(t) for all s, t ∈ [H]<ω

of the same size. We write κ→ (ω)<ω
<κ as shorthand for

∀γ < κ κ→ (ω)<ω
γ .

The following is similar to [4, Theorem 2] which is also attributed to Baumgartner there.

Lemma 6.5. In Gödel’s constructible universe L, a cardinal κ is strongly MInA iff κ→ (ω)<ω
<κ .

Proof. If κ → (ω)<ω
<κ holds then we can deduce κ to be strongly MInA without the restriction to

L: Suppose γ < κ and F = {fn | n < ω} is a countable collection of functions f : κmn → κ<γ .
By Lemma 5.6, it suffices to show that there is an infinite forwards F-independent set. We may
assume that mn = n for all n. Consider the partition

F : [κ]<ω → γ + 1

given by

F ({α < β1 < · · · < βn}) =

{
δ if α is the δ-th element of fn(β1, . . . βn)

γ if α /∈ fn(β1, . . . , βn).

By assumption, there is a countably infinite set H homogeneous for F . If α0 < α1 < β1 < · · · < βn

are all in H then
δ := F ({α0, β1 . . . , βn}) = F ({α1, β1, . . . , βn})

and since α0, α1 cannot both occupy “the same spot” in fn(β1, . . . , βn), we must have δ = γ. It
follows that F takes only the value γ on [H]<ω and hence H is forwards F-independent.

For the other direction, suppose that κ is strongly MInA and γ < κ. Consider the structure
(Lκ+ ,∈), where Lκ+ is the Hκ+ as computed in L. Let F consist of all functions of the form

F : κn → [κ]γ , F (α1, . . . , αn) = {f(δ, α1, . . . , αn) | δ ≤ γ}

where f : κn+1 → κ is definable over (Lκ+ ,∈), so F is countable. As strongly MInA cardinals are
limit cardinals, κ is γ+-MInA, so there is an infinite mututally F-independent set X. For any
Y ⊆ X let

SY ≺ Lκ+

be the elementary substructure generated by Y ∪ (γ + 1), i.e.

SY = {x ∈ Lκ+ | x is definable over Lκ+ from parameters in Y ∪ (γ + 1)}.

By the Mostowski collapse theorem, for each Y there is a transitive set TY and an isomorphism
πY : TY → SY . A remarkable fact known as condensation, which ties in to the minimality of L
among inner models, is that the structures TY depend only on their ordinal height, i.e. the least
ordinal αY so that αY /∈ TY . As the ordinals are well-founded, the set

{αY | Y is an infinite subset of X}
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contains a minimal element αY . It follows that if Z is any infinite subset of Y then TY = TZ , call
this set T . Setting πZ,Y = π−1

Y ◦ πZ , we get an elementary embedding

πZ,Y : T → T.

If Z ⊊ Y then πZ,Y cannot be the identity as any element of Y \Z is missing from the range of πZ .
This means that there must be a least ordinal µ ∈ T so that πZ,Y (µ) ̸= µ. Let π = πY,Z , τ = π−1

Y

and µ0 this least ordinal which is moved by π, note that µ0 > γ. For n < ω, set µn = πn(µ0).
An old argument of Silver [11] shows that in this scenario, {µn | n < ω} is order indiscernible over
(T,∈, (α)α≤γ), meaning that

φ(α, µi1 , . . . , µin)←→ φ(α, µj1 , . . . , µjn) (I)

holds true in (T,∈) for any i1 < · · · < in < ω, j1 < · · · < jn < ω, α ≤ γ and any first order
∈-formula φ. If κ → (ω)<ω

γ would not hold in L then, due to the nature of L, there would be a
counterexample G : κ<ω → γ definable over Lκ+ from the parameter γ. It follows from (I) and
the elementarity of πY : T → Lκ+ that {πY (µn) | n < ω} is homogeneous for G, so there is no
such G.

A cardinal κ is a ω-partition cardinal iff there is some γ so that κ is least with κ → (ω)<ω
γ .

These cardinals were introduced and studied by Drake [5]. The better known ω-Erdős cardinal is
simply the least ω-partition cardinal, if it exists. All ω-partition cardinals are inaccessible and much
more. Cardinals κ with κ → (ω)<ω

<κ are exactly the ω-partition cardinals and limits of ω-partition
cardinals. It follows that, in L, the ω-partition cardinals are exactly those which arise as losing
thresholds for the (λ, , γ)-hat games for infinite λ, γ. So in L, when playing the (ω, κ, γ)-game for
infinite γ, the set of colours has to grow much much larger than γ before the logicians start losing.
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